Development and evaluation of a passive acoustic localization method to monitor fish spawning aggregations and measure source levels
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Abstract— More than 800 species of fish produce sound including red hind (Epinephelus guttatus), Nassau (E. striatus), black (M. bonaci), and yellowfin grouper (M. venenosus). Their sounds can be used to monitor these fish and may be a means to estimate abundance if parameters such as source levels, detection probabilities, and cue rates are known. During the week of Nassau grouper spawning in February 2017, a passive acoustic array was deployed off Little Cayman Island to study the temporal and spatial dynamics of spawning aggregations of Nassau grouper and red hind and measure the source levels of the sounds produced by all four species. The localization method was based on hyperbolic localization of cross-correlated time differences of arrival and its accuracy evaluated via simulations and empirical measurements. The mean peak-to-peak source levels ranged from 143.7 dB for yellowfin grouper to 152.0 dB for Nassau grouper (re: 1μPa at 1m for 70 to 170 Hz) with an estimated error of 2 to 10 dB based on the localization error results (the mean localization error for empirical measurements was 3.3 ± 3.8 m and errors in simulations ranged from 1.1 ± 1.7 to 16.0 ± 0.9 m for inside the array). The source level error due to localization was comparable to the measured variances for source levels. The high number of localizations at fish spawning aggregations suggests that localization can be used to accurately measure source levels, detection ranges, and other variables needed for density estimation of spawning aggregations.
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I. INTRODUCTION

Passive acoustic monitoring (PAM) provides a means to observe sound-producing animals, including the more than 800 species of fish that produce sound related to spawning, aggression, and/or disturbance. Groupers, a common name for many of the fish within the family Epinephelidae, are economically important fish globally and many species are known to produce sound [1]. Population estimation methods for groupers have been limited to underwater visual census or catch per unit effort for aggregated fish [2]. Globally, grouper management and policy is largely based on fishing reports or data that are temporally and spatially limited. However, development of density estimates based on sound production can provide another means for estimating abundance. Also, observations of grouper populations have often been limited in time or space due to limitations of common methods such as SCUBA, trawls, acoustic telemetry, reported landings or catches, etc., to observe marine fish. Passive acoustic localization can be used to provide continuous spatiotemporal information about sound-producing fishes and obtain variables needed for passive acoustic density estimation, but the accuracy of these observations or variables depends on the performance of the localization method.

Passive acoustic localization has commonly been used in marine mammal studies [3]-[6] but it has been more rare for fishes [8] due to challenges related to fish sound propagation: shallow-water environments and smaller propagation range of sounds. Additionally, there have been relatively few studies to measure fish source levels [8]-[15] or investigate the relation between sound levels and fish abundance [16], [17]. However, the results of [16] and [17], suggest that passive acoustic density estimation methods like the ones used for marine mammals [3], [18], and [19] could be developed for some fishes. In those cases, by localizing on calling animals, it may be possible to measure the variables needed for these estimates, including source levels [8].

Time-difference-of-arrival (TDOA) localization error can be evaluated using ground-truth measurements, or more commonly, using simulations. The Cramer Rao Lower Bound (CRLB) is a metric that is commonly used to determine the minimum achievable error for tracking systems. For time-of-arrival measurements, the CRLB is dependent on the bandwidth
of the signal and the signal-to-noise ratio (SNR) at the receivers [20]. Many other factors can contribute to error in the position estimates in addition to the TDOA measurements. Some of these factors include: uncertainty in receiver positions, environmental properties (sound speed, bottom type, etc.) and propagation effects [21]; acoustic properties of the signal [22]; the number of arrivals used for localization [21]; SNR of these arrivals [23]; impulsive noise leading to anomalous errors in TDOA measurements [24]; and the presence of other signals [25]. Simulations that model all of the possible error sources help with assessing the limitations of the localization performance.

A localization method was developed and tested at a Nassau grouper (Epinephelus striatus) spawning aggregation. Nassau grouper is an endangered species that forms fish spawning aggregations where hundreds to thousands of fish gather annually at one location for approximately a week in one or two consecutive months for spawning. One of the largest known remaining spawning aggregations of Nassau grouper forms off Little Cayman, Cayman Islands. Nassau grouper is known to produce three call types [26], [27] and sound production is common during aggregations. A variety of other grouper species also form spawn aggregations at this location and are known sound producers, including red hind (Epinephelus guttatus), black grouper (Mycteroperca bonaci), and yellowfin grouper (Mycteroperca venenosa) [28]-[30]. Passive acoustics can be used to provide continuous observation to study these species off Little Cayman. The high density of fish and fish sound production during the spawning season of Nassau grouper at this location creates a good environment to evaluate the potential of passive acoustic localization methods for 1) in-situ measurements of sounds source levels and other variables needed for density estimation and 2) monitoring of aggregations and sound producing fishes.

To accomplish this, a passive acoustic array was deployed during the week of Nassau grouper spawning, February 11-19, 2017. 2D hyperbolic localization was developed to track the sounds produced by these four grouper species and measure their source levels in Little Cayman.

II. METHODS

A. Data collection

A six-receiver passive acoustic array was deployed off the west end of Little Cayman (Fig. 1A) at a fish spawning aggregation (FSA) from February 11 to 19, 2017. It collected data continuously at a sample rate of 48 kHz. The array was constructed of three calibrated two-channel Wildlife Acoustics SM3M hydrophone recorders, each equipped with HTI-96 min hydrophones (-165 dB re: 1VμPa⁻¹ from 20 Hz to 30 kHz), attached with 1 and 30 m cables. The hydrophones were deployed 0.5 to 1 m above the bottom at depths between 24 to 33 m with 18 to 40 m spacing between hydrophones (Fig. 1A). A 12 kHz source producing 2 ms pings approximately every 10 s was placed at the center of the array for the duration of the deployment to enable synchronization of the data.

Distances between receivers along the perimeter of the array, \( D_i \), and between each receiver and the 12 kHz pinger, \( D_p \), were measured by SCUBA divers (Fig. 1B). These measurements were used to reconstruct the geometry of the array and solve for the positions, \( r_i \), of a set of \( n \) receivers using a set of non-linear equations (1) and the Levenberg-Marquardt (LM) algorithm for least-squares error (LSE).

\[
\min_{r_i} \sum_{i=1}^{n} D_i - \sqrt{\sum (r_i - r_j)^2} = j_i + 1, \quad i < n \\
\forall_{i}, \quad i = n
\]  

(1)

The bathymetry within the array (Fig. 1B) was estimated using video data collected from the location and the depth measurements at each receiver location. A SCUBA diver collected imagery of the entire array habitat using a Sony 4K video camera by swimming adjacent, overlapping transects while approximately maintaining a constant depth. Agisoft Metashape was used to stitch the video from each transect and develop a relative 3D map of the habitat, in which depth estimates were made based on the known receiver depths.

Additional data were collected during the deployment to evaluate localization error. Empirical measurements were collected at 15 known locations by placing a source that produced 2 ms, 22 kHz tones at an approximate 2 s period for 30 s or longer. These locations were along azimuths between each receiver and the center site at: 5 m inside the array perimeter, at the receivers, and, for odd numbered receivers, 5 and 10 m outside the perimeter (Fig. 1B).

B. 2D TDOA localization

Time-difference-of-arrival (TDOA) hyperbolic localization [21] was implemented with the Optimization Toolbox in MATLAB for 2D localization. The sound speed, \( c \), was calculated for the area using regional models of sea surface
temperature (NOAA daily OISST [31]) and salinity (HYCOM [32]) and the Gibbs SeaWater Oceanographic Toolbox TEOS-10 for MATLAB [33]. Temperature measurements collected by divers during deployment and recovery were constant throughout the water column thus the sound speed was modeled as homogenous.

Manually identifying the start and end times of a signal of interest (a simulated signal, a ping, or a grouper sound) on a single receiver was the first step of the localization process. Next, the identified signal, referred to as the reference arrival (RA), was extracted and applied as a match filter [20], [34] to a segment of data from each of the other receivers. The maximum physical TDOAs, $\tau_{\text{max}}$, between the reference receiver and the other receivers were calculated and the start and end times of the RA were offset by $\tau_{\text{max}}$ to determine the segment of data to extract from the other receivers. If the maximum output of the match filter was above an empirically determined threshold (Table 1) and the time lag of this maximum was within the range of $\pm \tau_{\text{max}}$, a usable signal arrival was marked and the time lag was set to the TDOA between the RA and the arrival on the other receiver.

Signal-to-noise ratios (SNR) were calculated for the RA and the other usable arrivals and only arrivals with SNR greater than 3 dB were retained for localization. Power was calculated for a 0.2 s running window across the entire signal segment for a specific signal and noise bands (Table 1). This power was defined as the maximum value for each respective band. The bands were selected based on prior measurements of the signals of interest [26]-[30], [35] and the impulse response of the FIR bandpass filters used for each band. If three or more arrivals met these criteria, the TDOAs of every pair of arrivals was measured using cross-correlation and 2D hyperbolic localization was applied.

The LM algorithm was used to find the position, $\mathbf{s}$, that minimized the LSE for the set of non-linear equations derived from the receiver positions, $\mathbf{r}$, and $n$ retained TDOAs, $\tau_{ij}$, (2) producing the estimated position of the sound source. Due to instabilities in the algorithm found during simulations, which could lead to erroneous estimates, the algorithm was solved using 13 different initial starting points: the center pinger site, each receiver site, and positions 5 m outside the array perimeter at each receiver. The position estimate with the lowest LSE was used as the location of the sound source.

$$\min_{\mathbf{s} \in \mathbb{R}^2} \sum_{i=1}^n \sqrt{\sum_{j=1}^n (\tau_{ij} - \tau_{ij})^2}$$

Due to variable or impulsive background noise in many of the received arrivals, another step was required to constrain localization error. If there were more than three usable arrivals, the RA and the two arrivals with the strongest correlations were used to find an initial estimate of the source position first. Then, additional pairs of TDOA were individually added to the set of non-linear equations and a new position was estimated each time. All TDOA that produced a position estimate within a 2 m radius of the initial estimate were used to construct the final set of equations used for solving for position.

| TABLE I. LOCALIZATION PARAMETERS. For each species listed in the first column, the threshold used to determine a signal arrival for matching filtering is shown (Match filter threshold), and the signal and noise bandwidths that were used for measuring the power of each for signal-to-noise ratios are shown in the last two columns, respectively (Signal BW and Noise BW). |
|------------|-------------|----------------|----------------|
| Species    | Match filter threshold | Signal BW (Hz) | Noise BW (Hz)  |
|            |              |                |                |
| Nassau     | 0.2          | 75 – 250       | 300 - 475      |
| Red hind   | 0.15         | 50 - 250       | 300 - 500      |
| Black      | 0.4          | 50 - 225       | 300 - 475      |
| Yellowfin  | 0.2          | 75 - 250       | 300 - 475      |

C. Error Simulations and analysis

Three simulations were conducted to model the error resulting from the localization method. These simulations were performed to evaluate error from 1) the LM algorithm and array geometry, 2) TDOA measurements, and 3) noise. The first two were conducted by simulating TDOAs only while the third simulated a test signal designed to have a frequency and bandwidth similar to the grouper sounds.

For the first simulation, the TDOA between each pair of receivers was calculated for a source located at all the positions over a 3D, 1 m gridded volume that spanned an 80 m by 80 m area across the array from 0 to 40 m depth. The delays for each assumed source location for all simulations were calculated using the homogenous sound speed of 1541.8 m·s⁻¹. These calculated 3D TDOAs were input to LM algorithm to estimate 2D positions. The position error for all simulations and the empirical data was calculated as the 2D Euclidean distance between the simulated or known position and estimated 2D position.

In the second simulation, theoretical TDOAs were calculated for a 2D, 5 m gridded area that spanned the same 80 m by 80 m area across the array. Randomly assigned measurement errors were added to the 15 pairs of theoretical TDOAs for each position to simulate variable error in TDOA measurements. Two different limits for the measurement error that represented the range in time resolution, $T$, expected for the cross-correlation of the grouper calls were used: ± 0.014 and 0.004 s. They were estimated as an approximation of the CRLB using a common bandwidth and duration for grouper calls, 70 Hz and 1 to 3 s. For each simulated position, 1000 trials were run and the 95th percentile of the results was used as the position error.

The final simulation used a test signal representative of grouper sounds, in varying levels of noise, and TDOA error to simulate a more realistic scenario. The test signal was constructed from 1 s of white Gaussian noise (WGN) bandpass filtered from 75 to 125 Hz with a root-mean-square (RMS) power of 13.2 dB. An additional 1 s of 0 dB WGN was proportionately added before and after the signal to simulate theoretical TDOAs with error at each receiver. A maximum of ±1.7 ms of error was used to simulate uncertainties in depth over a 15 m range that groupers are commonly found. WGN ranging from 0 to 30 dB was added to each of these arrivals.

Prior to beginning the localization method, receiver arrivals were discarded at a probability rate representative of the percentage of usable arrivals at each receiver for actual Nassau grouper sounds: 79, 68, 58, 90, 100, and 80% for receivers 1 to

$$
\sum_{i=1}^{13} (r_i - s)^2 - \epsilon
$$

$$
\tau_{ij}
$$
6 were respectively. A 2D, 5 m gridded area was used with 500 simulations per position.

In addition to these simulations, the 22 kHz pings produced at known locations were used to approximate error using real data that inherently have uncertainties not simulated such as recorder synchronization, receiver positions, and acoustic propagation. The pings were manually detected in the recordings and bandpass filtered between 21 and 23 kHz using an FIR filter. The TDOAs between pings were measured using cross correlation. To reduce errors due to the surface reflections, the median TDOA measured for each pair of receivers was used for hyperbolic localization. The mean and standard deviation of error for all 15 positions were calculated and these empirical measurements were used to determine which simulation best represented the true localization error.

D. Grouper call localization & source levels

All the data from receiver 5 was visually examined for sounds produced by four grouper species and the call type and the start and end times of each sound were recorded. These calls were then passed through the localization method described above to produce a 2D position estimate and a residual error. Any positions with residual error greater than 0.0001 m or outside the 6.4 km² area used for simulations were discarded.

For each call type, the 200 localized sounds with the lowest residual error for position estimates were used to measure the RMS and peak-to-peak (PP) received level (RL) of call arrivals. RMS measurements were made over 5 to 95% of the energy using the recorded start and end times. The arrivals of these sounds were band-pass filtered (Table 1) and the arrival with the greatest SNR or with the lowest interference was used to measure RL. Spherical spreading was assumed for transmission loss (TL) since water depth was comparable to the distance across the array. Given this information and the distance, D, between the receiver of the selected arrival and location where the sound was produced, the RMS and PP source level (SL) can be estimated (3).

\[
SL = RL + 20 \log D
\]

III. RESULTS

Over 45,000 manually detected sounds were passed through the match filtering and SNR analysis to create a subset of high quality calls for localization. More than 26,000 calls were localized, providing continuous observation of Nassau grouper and red hind spawning aggregation activity and movements within the array for over a week.

A. 2D localization error

The empirical error measurements and error simulations produced a range of results that likely represent both the best and worst cases for localization. The 3D simulation for testing the NLLS algorithm error indicated that the error in 2D position at 30 m depth was 0 m both inside and outside the array. Over a 15 m depth range from 20 to 35 m, the error was less than 0.2 m at the center of the array and increased to about 3 m near the perimeter with a mean error for these depths of 1.1 ± 1.7 m across the 6.4 km² area. The 2D error related to TDOA measurement error ranged from < 2 m near the center to approximately 7 m near the perimeter for the TDOA error between ± 4 ms and closer to 7 m error across all of the array for TDOA errors between ± 14 ms (Fig. 2). The final simulation, which was designed to most closely resemble grouper sound and localizations, ranged from approximately 4 to 20 m error from the center to the perimeter. The mean position error was 16.6 ± 0.9 m inside the array and 36.2 ± 0.9 m outside for the 6.4 km² area (Fig. 3).

The position estimates for the known pinger locations had errors that ranged from 0.08 m at receiver 3 to 11 m at 10 m outside receiver 5 (Table 2). The mean error for these 15 known

![Fig. 2. Example simulations for a position near the center of the array and the perimeter for TDOA error measurements between A) ± 4 ms and B) ± 14 ms. The simulated positions are indicated by the stars with triangles marking receiver locations. Circles show the localization results for 1000 simulations in blue with the 95% percentile shown in green.](image)

![Fig. 3. Localization error for the 2D area of the array and the SNR simulation. Contours were created from error estimates at positions separated by 5 m across an 80 m x 80 m area containing the array. Receiver locations are marked by white triangles and the colored contours represent position errors ranging from ~5 m for lighter colors to 45 m for darker colors.](image)
locations was $3.27 \pm 3.75$ (m) for positions inside and outside the array and $1.46 \pm 2.15$ m for inside the array only. By combining the localization simulations and estimates of known sound source positions, we estimate that the position error for 20 to 35 m depth was approximately 2-5 m near the center of the array, 7-15 m around the perimeter, and higher error outside of the array.

B. Grouper localizations

Of the 26,000 localized sounds, the majority were produced by Nassau grouper and red hind (Table 3). Calls indicated two areas of increased calling activity during peak calling days; both areas were located in sandy bottoms between coral formations. During the hour around sunset, approximately 17:30 to 18:30, there were very few localized calls by Nassau grouper (Fig. 4A), which corresponded with times when spawning was observed outside of the array (along the shelf break). Localizations indicated movements of Nassau grouper in and out of the array, suggesting possible movements to and from spawning.

Localizations of red hind calls over the duration of the deployment indicated high call activity in three areas within the array (Fig. 4B). In comparison to Nassau grouper, more red hind calls occurred in the southwest corner of the array between receivers 2 and 3. These calls extended outside the array into deeper areas between 30 and 40 m depth. The highest number of localized calls occurred between 17:00 to 18:00, when Nassau grouper calls were least common (Fig. 4B). For a couple of hours following sunrise, approximately 6:30 to 8:30, few red hind calls were localized in the study area (Fig. 4B).

C. Source levels

The mean peak-to-peak source levels of calls ranged from $143.7 \pm 6.4$ dB for yellowfin grouper to $154.9 \pm 5.1$ dB for Nassau grouper (both re: $1 \mu$Pa at 1 m over 70 to 170 Hz) (Table 4). Given the mean SLs and a reasonable shallow water ambient noise condition of $90$ dB re $1 \mu$Pa [36], assuming spherical spreading and no bottom effects, the upper bound for the detection range is estimated to be between 0.3 to 1 km. Using the mean distance between the receivers and the calls used for SL measurements, $34.6 \pm 13.1$ m, and localization error for the ground-truth locations inside and outside the array, we calculated that the source level estimate error caused by

### TABLE II. EMPIRICAL LOCALIZATION ERROR

<table>
<thead>
<tr>
<th>Position</th>
<th>Error X (m)</th>
<th>Error Y (m)</th>
<th>Total Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.31</td>
<td>-0.26</td>
<td>0.40</td>
</tr>
<tr>
<td>2</td>
<td>5.73</td>
<td>-1.82</td>
<td>6.01</td>
</tr>
<tr>
<td>3</td>
<td>0.08</td>
<td>-0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>4</td>
<td>0.33</td>
<td>-1.31</td>
<td>1.35</td>
</tr>
<tr>
<td>5</td>
<td>-0.11</td>
<td>-0.24</td>
<td>0.26</td>
</tr>
<tr>
<td>6</td>
<td>5.77</td>
<td>-1.53</td>
<td>5.97</td>
</tr>
<tr>
<td>1-5 m in</td>
<td>0.63</td>
<td>0.62</td>
<td>0.88</td>
</tr>
<tr>
<td>2-5 m in</td>
<td>-0.19</td>
<td>0.22</td>
<td>0.29</td>
</tr>
<tr>
<td>3-5 m in</td>
<td>-0.04</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>4-5 m in</td>
<td>-0.04</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>5-5 m in</td>
<td>-0.21</td>
<td>-0.13</td>
<td>0.25</td>
</tr>
<tr>
<td>6-5 m in</td>
<td>0.66</td>
<td>0.34</td>
<td>0.74</td>
</tr>
<tr>
<td>1-5 m out</td>
<td>-3.17</td>
<td>3.23</td>
<td>4.53</td>
</tr>
<tr>
<td>3-5 m out</td>
<td>1.02</td>
<td>1.1</td>
<td>1.50</td>
</tr>
<tr>
<td>5-5 m out</td>
<td>-0.12</td>
<td>-5.63</td>
<td>5.63</td>
</tr>
<tr>
<td>1-10 m out</td>
<td>-9.22</td>
<td>5.64</td>
<td>10.81</td>
</tr>
<tr>
<td>3-10 m out</td>
<td>7.75</td>
<td>1.21</td>
<td>7.84</td>
</tr>
<tr>
<td>5-10 m out</td>
<td>-0.66</td>
<td>-11.02</td>
<td>11.04</td>
</tr>
</tbody>
</table>

### TABLE III. TOTAL GROUPER SOUNDS AND LOCALIZATIONS

<table>
<thead>
<tr>
<th>Species</th>
<th>No. of sounds</th>
<th>No. of localized sounds</th>
<th>No. of discarded positions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nassau</td>
<td>16,898</td>
<td>15,633</td>
<td>2,848</td>
</tr>
<tr>
<td>Red hind</td>
<td>27,565</td>
<td>18,081</td>
<td>4,761</td>
</tr>
<tr>
<td>Black</td>
<td>1,351</td>
<td>943</td>
<td>251</td>
</tr>
<tr>
<td>Yellowfin</td>
<td>431</td>
<td>226</td>
<td>75</td>
</tr>
</tbody>
</table>
TABLE IV. GROUPER SOURCE LEVELS. The mean peak-to-peak (SLpp) and RMS (SLrms) source levels for each species listed in the first column are presented with the standard deviation in column two and four, respectively. The full range of measurements for each of these source levels is shown in the columns that follow each, column three (SLpp range) and four (SLrms range). Lastly, the total number of source level measurements made for each species is indicated in the last column.

<table>
<thead>
<tr>
<th>Species</th>
<th>Peak-to-peak source level (SLpp) (dB re 1μPa @ 1m)</th>
<th>SLpp range</th>
<th>RMS source level (SLrms) (dB re 1μPa @ 1m)</th>
<th>SLrms range</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nassau</td>
<td>152.0 ± 6.5</td>
<td>121.9 - 167.4</td>
<td>137.9 ± 6.4</td>
<td>105.9 - 154.3</td>
<td>751</td>
</tr>
<tr>
<td>Red hind</td>
<td>146.8 ± 5.2</td>
<td>129.8 - 162.7</td>
<td>132.6 ± 5.6</td>
<td>116.1 - 150.6</td>
<td>345</td>
</tr>
<tr>
<td>Black</td>
<td>150.3 ± 5.3</td>
<td>128.1 - 165.4</td>
<td>135.0 ± 5.6</td>
<td>113.6 - 151.4</td>
<td>159</td>
</tr>
<tr>
<td>Yellowfin</td>
<td>143.7 ± 6.4</td>
<td>122.3 - 157.1</td>
<td>127.4 ± 6.5</td>
<td>105.4 - 141.9</td>
<td>133</td>
</tr>
</tbody>
</table>

positioning error could be from 2.3 dB at the center to 10.4 dB (re 1 μPa) near the array perimeter.

IV. DISCUSSION

A passive acoustic localization method was developed, evaluated, and applied to calls recorded during the spawning of Nassau grouper enabling continuous observation of a Nassau grouper FSA and a possible red hind aggregation. In addition, we obtained the first measurements of source levels for these species, as well as black and yellowfin grouper. Localization of grouper calls was challenging due to high levels of variable and impulsive noise in the shallow-water environment, biological sounds that could cause interference, and the need to synchronize instruments with fine accuracy and precision (<0.1 ms) due to the smaller spatial ranges of sound propagation for these fishes.

The accuracy of localization is impacted by the above factors as well as the uncertainty in receiver positions, environmental properties (sound speed, bottom type, etc.) and propagation effects, and the number of arrivals used for localization. The currents around Little Cayman are complex, variable, and can be strong [37, 38] and these currents, along with tides, can produce flow and strumming noise in passive acoustic recordings. Some of our receivers (particularly 2 and 3) were more prone to this latter type of noise due to their location and proximity to the shelf edge. Because of this, many of the sounds we localized only had three or four usable arrivals.

The localization error was investigated through empirical measurements and simulations. The collection of ground-truth data to verify the array geometry and methods was critical for developing reliable, robust localization methods and estimating the localization error. This is highly recommended for all future passive acoustic localization studies.

The empirical measurements and simulations had indicated localization errors of 5 to 15 m within the array. We estimated this could contribute 2.3 to 10.4 dB error to SL measurements. However, many calls were localized inside the array compared to the perimeter, thus, source level error is expected to be closer to 2 dB for this set of measurements.

Only 2D localization was achieved for this study due to insufficient depth aperture on our array and only 3 or 4 usable arrivals for a majority of the sounds. However, 3D localization could improve the accuracy and precision of positions and SL measurements. Use of additional receivers, receivers at different depths across the water column, and preliminary tests to determine the best deployment configuration to reduce noise at each hydrophone would make 3D localization achievable.

These were the first measurements of source levels for the family Epinephelidae. The measured grouper source levels fell within the range of previously reported fish source levels [8]–[15]. The measured source levels were also comparable to maximum received levels reported for these grouper sounds in other studies [26]–[30].

Results and the localization methods developed in this study can allow estimates of data necessary to develop density estimation methods, such as source levels and detection probabilities. Similar observations can also be used to further assess how these animals and other sound-producing fish are using their habitats, and to evaluate their acoustic space, which can guide management of sound-producing species.

Further information on the spatial area of grouper spawning aggregations in Little Cayman, call production rates, density estimates, and communication and detections ranges of spawning aggregations would enable fisheries managers to better assess and develop management strategies and could help contribute to adaptive management solutions. Additionally, studies using localizations can be extended to address many of the remaining questions about fish acoustic communication, fish bioacoustics, and spawning ecology. For example, further analysis of Nassau grouper and red hind localizations to possibly isolate individuals who are simultaneously calling and moving within the aggregation would enable measurements of call production rate and swimming speed for these species. The first, call production rate, is one of the pieces of information necessary for estimating cue rates, which would contribute to fish abundance estimation using passive acoustics [7].
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